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Abstract

We describe improvements to our 2008 sys-
tem that result in a top-performing summa-
rization system. The motivating ideas are (1)
improve sentence boundary detection to avoid
damaging errors in preprocessing; (2) prune
sentences that are unlikely to work well in a
summary; (3) leverage sentence position to
improve update summarization; (4) focus on
high-precision sentence compression to im-
prove readability rather than content.

1 Introduction

The system we built for the TAC 2009 Summariza-
tion task is a refinement and an expansion of the
system described in our 2008 system paper (Gillick
et al., 2008). This was a bare-bones system, with
minimal preprocessing, intended to demonstrate the
power of a new sentence selection method. This
year, we made a number of improvements, primarily
based on the results of our own evaluation of poten-
tial causes for low linguistic quality scores.

Our approach to sentence selection is based on the
maximum coverage model for summarization intro-
duced by Filatova and Hatzivassiloglou in 2004 (Fi-
latova and Hatzivassiloglou, 2004), inspired by the
well-known set-cover problem (Hochbaum, 1996).
In our model, a summary is the set of sentences that
best covers the relevant concepts in the document
set, where concepts are simply word bigrams val-
ued by their document frequency. The value of a
summary is the sum of the unique concept values it
contains, thus limiting redundancy implicitly. The

maximization can be solved approximately with lo-
cal search methods or exactly using an Integer Lin-
ear Program (ILP). Though the formulation is cer-
tainly NP-hard (it is a fancier version of the knap-
sack problem), a standard ILP solver finds solutions
in less than 1 second for all problems in TAC 2008
and 2009 (more details in (Gillick and Favre, 2009)).

The system we submitted in 2008 produced very
high ROUGE and Pyramid scores, especially for the
non-update set. However, overall responsiveness
was dragged down by low linguistic quality. After
sorting out specific errors in the low-scoring sum-
maries, we prioritized a list of issues to address:

1. Sentence boundary errors: Though rare, each
one of these ruined an entire summary.

2. Unclear references: Selecting from the full set
of sentences leaves us vulnerable to including
sentences that don’t make sense in isolation.

3. Relative dates and “said” clauses: A huge num-
ber of input sentences include phrases like “on
Tuesday” or “the President said”, which often
don’t belong in a summary.

4. Bad compression: We experimented with a
syntactic compression algorithm that allowed
for joint selection and compression, but it in-
troduced many ungrammatical sentences.

5. Update summarization: No specific processing
for the update portion of the task resulted in sig-
nificantly lower scores for this set of problems.

The following sections describe our approaches to
address these issues. We also show results relative to



the other submissions, and outline future work based
on a new linguistic quality evaluation.

2 Sentence Boundaries

The sentence segmentation problem—the disam-
biguation of periods that arises because periods sig-
nal abbreviations as well as sentence boundaries—is
mostly disregarded because a few rules catch most
of the common situations. But even the strongest
rule-based system has an error rate (in English) of
1% (Aberdeen et al., 1995). Kiss and Strunk’s
Punkt (Kiss and Strunk, 2006) system is widely used
(1.65% error rate on Wall Street Journal text; 3% er-
ror rate if used with the included model). But when
a single segmentation error can ruin the entire sum-
mary, this problem becomes more important. In-
deed, using the Punkt system in 2008, over 20% of
our summaries contained at least one segmentation
error.

Around the same time, Palmer and Hearst (Palmer
and Hearst, 1997) and Reynar and Ratnaparkhi
(Reynar and Ratnaparkhi, 1997) built Sentence
Boundary Detection (SBD) systems by training a
classifier with local context features. To achieve er-
ror rates competitive with the rule-based systems,
they included special abbreviation features, essen-
tially a list of common abbreviations. Error rates on
the same Wall Street Journal corpus were between
1% and 2%.

Based on the observation that the really hard cases
are abbreviations that also end sentences (Table 1
shows the most common sentence-ending abbrevia-
tions), we built a new SBD system that achieves an
error rate of 0.25% on the Wall Street Journal cor-
pus, and under 0.5% on the Brown corpus as well
as the complete works of Edgar Allen Poe (Gillick,
2009). This involves training a classifier (SVM
worked best) using a new set of features based solely
on the word before and the word after the period in
question. There is no dedicated abbreviation feature.

This system1 is used to segment sentences for
TAC 2009. While it is possible there were some
errors, the resulting summaries appear to be nearly
error-free.

1Splitta, with source code, is publicly available at
http://code.google.com/p/splitta

Abbr. Ends Sentence Total Ratio
Inc. 109 683 0.16
Co. 80 566 0.14
Corp. 67 699 0.10
U.S. 45 800 0.06
Calif. 24 86 0.28
Ltd. 23 112 0.21

Table 1: The abbreviations appearing most often as sen-
tence boundaries. These top 6 account for 80% of
sentence-ending abbreviations in the test set, though only
5% of all abbreviations.

3 Sentence Pruning

In last year’s evaluation, we observed that about
50% of low linguistic quality summaries (scoring
one or two out of five) contained at least one un-
clear reference, often a pronoun referring to a name
not introduced in the summary. One way to address
this issue is with coreference resolution, linking ref-
erences to names, and then substituting the full name
where appropriate. While theoretically appealing,
this is impractical. Coreference resolution is rarely
accurate above 70%, and deciding what sort of sub-
stitution to use is difficult (we looked at the output
of a current state-of-the-art system before opting for
a different approach).

Instead, we simply prune input sentences with un-
resolved references, since they are too much of a
liability when it comes to assembling an extractive
summary. To do this, we built a system for detect-
ing pronouns that are unresolved in the sentence in
which they occur. The following sentence, for ex-
ample, contains two pronouns, “it” and “its”, which
refer to the company “Coda”: “Coda, an oil and gas
concern, said it and its partners received $7 million
in cash and $10 million in five-year notes for the
Kansas intrastate pipeline”. This version of the sen-
tence contains unresolved pronouns: “They received
cash and bank-notes to back the investment.”

Our unresolved pronoun detector classifies each
pronoun in the input as resolved or unresolved, us-
ing features extracted from the parse tree of the
sentence. We use the OntoNotes 2.9 (Hovy et al.,
2006) coreference resolution data as training data.
A pronoun is considered to be resolved if a non-
pronominal reference to the same entity is present in



the sentence. The processing pipeline for detecting
unresolved pronouns is as follows:

1. Parse an input sentence using the Berkeley con-
stituency parser (Petrov and Klein, 2007).

2. Locate a potential pronoun with the “PRP” and
“PRP$” part-of-speech tags.

3. Extract features from the parse tree such as the
quotes, words, and part-of-speech tags in the
vicinity of the pronoun, repetitions, availabil-
ity of noun phrases and pronouns elsewhere in
the sentence, and general constituency features
from the path between the current pronoun and
other noun phrases.

4. Drop the sentence if one unresolved pronoun is
detected.

An Adaboost classifier2 is trained on about 6,400
pronoun instances of which fifty percent are positive
examples. It performs at an F-score of 0.89 at the
pronoun level, on a 1,000 example held-out set from
the OntoNotes data. We observed that changing
the decision threshold of the classifier to maximize
ROUGE instead of F-score could result in small im-
provements but did not apply this trick in the sub-
mission to avoid optimizing for ROUGE.

Using a decision threshold of 0.4, which maxi-
mizes F-score, 31% of sentences were pruned from
the TAC 2008 data set and 29% from TAC 2009.

Input ROUGE-2 (A) ROUGE-2 (B)
Unfiltered 0.1990 0.1987
Filtered 0.1942 0.1960

Table 2: Oracle results for set A and set B (update set)
suggest that very little potential ROUGE score is sacri-
ficed by pruning sentences with unresolved pronominal
references.

We performed an oracle experiment where we use
word bigrams valued by their frequency in the refer-
ence summaries (instead of the input documents) to
create “max-ROUGE” summaries. Results, shown
in Table 2, demonstrate that few important sentences
are dropped in the process, as the filtered and unfil-
tered input yield similar results. We observed that

2http://code.google.com/p/icsiboost

the quantity of unresolved pronouns in the sum-
maries decreased, but the approach does not sup-
press the problem of noun phrases that refer to an
entity defined earlier in the text, such as “the pres-
ident”, which might only be detected properly with
full coreference resolution.

We also experimented with content-based sen-
tence pruning. We trained an SVM regression model
to recover sentence-level ROUGE score based on a
variety of standard frequency, position, and query
features. While the resulting sentence scores looked
quite reasonable, pruning low-scoring sentences did
not improve our overall ROUGE results.

4 Compression

In our 2008 submission, we introduced a sentence
compression component that would allow the sum-
marizer to pick different versions of a sentence with
some constituents removed. The compression was
rather aggressive, achieving the highest reported
ROUGE-2 scores at the expense of linguistic quality.
65% of the summaries with a low linguistic quality
score contained ungrammatical sentences and 45%
contained nonsensical but grammatical sentences.

This year, we took a different approach to com-
pression. Rather than attempt to marginally increase
potential content, we focused on improving linguis-
tic quality by systematically removing temporal ex-
pressions, manner modifiers, and “said” clauses.
This is a small subset of the space of removable
clauses, but we chose them because their presence
is almost always undesirable in a summary.

Temporal and manner modifiers are determined
by semantic role labeling (SRL) according to the
CoNLL shared task guidelines (Hajič et al., 2009),
and “said” clauses are removed by re-rooting the de-
pendency tree (using the quoted words as a new sen-
tence). More specifically, the following processing
is applied:

1. Generate a dependency parse tree with the
MATE system (Bohnet, 2009).

2. Generate a semantic role labeling analysis on
top of the dependency tree with the MATE sys-
tem.

3. Mark temporal and manner semantic argu-
ments labeled with ARGM-TMP or ARGM-



MNR for removal when the confidence score
of MATE is higher than a threshold.

4. Mark TMP arcs in the dependency tree for re-
moval if the sub-tree contains a day-of-the-
week and it is shorter than four words (to re-
move relative dates irrespective of their score).

5. Mark the OBJ child of “said” verbs (“said,
says, tells, told, wrote, writes, write, reported”)
as potential new root of the dependency tree.

6. Generate all compression alternatives and keep
the ten longest ones, including the original, to
prevent short hypotheses with less information
from entering the summary.

7. Skip hypotheses of a length less than half of the
original and less than five words.

8. Detokenize and remove parenthesized content,
drop sentences shorter than ten characters.

Original Compressed
A ban against bistros
providing plastic bags
free of charge will be
lifted at the beginning
of March.

A ban against bistros
providing plastic bags
free of charge will be
lifted.

December 19, 2000:
Airbus officially
launches the plane,
calling it the A380.

December 19, 2000:
Airbus launches the
plane, calling it the
A380.

Table 3: Example sentences compressed by removing
temporal clauses or adverbial phrases.

We use the MATE system for semantic role la-
beling, and the output argument annotations as well
as their confidence scores to filter out temporal ar-
guments. To test the reliability of the estimated
confidence scores, we automatically annotated the
CoNLL-09 corpus English data with semantic role
labels, and checked the ratio of correctly annotated
examples in each confidence score interval (see Fig-
ure 1).

Testing on TAC 2008 data, we found that remov-
ing temporal expressions with confidence greater
than 0.6 improved ROUGE-2 score by 3.5%.
Adding manner semantic arguments and “said”
clauses to the pruned set gave a ROUGE-2 improve-

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

10

20

30

40

50

60

70

80

90

100

Confidence Score Bin

P
er

ce
nt

ag
e 

of
 E

xa
m

pl
es

 in
 th

e 
bi

n

 

 

Examples with wrong argument type
Examples with correct argument type

Figure 1: Percentages of correct versus incorrect SRL
classifications at various confidence levels.

ment of 4.8%, almost enough for statistical signifi-
cance at 95%. The 2009 results did not show a simi-
lar gain in ROUGE, but most importantly, compres-
sion actually improved linguistic quality slightly.

In order to account for compression candidates,
our ILP decoder was modified with additional con-
straints that state that given a group of sentences de-
rived from the same original (including the original),
only one can be selected in the summary (Equation 6
in (Gillick et al., 2008)). We also observed that often
the system would not compress a sentence if there
was space remaining in the summary. We could sig-
nificantly decrease the number of relative dates in
the summaries by penalizing longer summaries that
lead to the same concept selection. In order to do
so, the length of the selection is subtracted from the
objective function, scaled down by the maximum
length so that it does not compete with the concepts.

Our two submitted systems had only one differ-
ence: the first did not use compression and the sec-
ond did. 68% of the compression summaries were
different in some way from the run without com-
pression. In total, 34% of the sentences were com-
pressed, leading to small differences in the output:
more sentences selected (3.9 on average instead of
3.8 for the other run); shorter sentences (24.9 words
per sentence instead of 25.5). The difference is
mainly seen with temporal expressions, as there are
27% fewer days-of-week in the compressed sum-
maries. This reduction in relative dates in likely re-



sponsible for improved linguistic quality.

5 Update Summarization

Last year, we used the same system for both update
and non-update tasks. But clearly, some update task-
specific processing can be beneficial. We made only
one very small change to adapt our standard sys-
tem to the update task, which managed to improve
ROUGE-2 significantly. The key to this improve-
ment was a careful study of sentence position.

While sentence position is often used as a feature
in sentence classification approaches to summariza-
tion, there is little analysis of its value. The intuition
is that sentences at the top of a document are more
important. This is undoubtedly true, especially for
short news articles, but what exactly is the relation-
ship between position and importance?

Figure 2 shows the results of an experiment using
ROUGE to measure the density of valuable words at
each sentence position. Most striking is the dispar-
ity between first and second sentences: the first sen-
tence of news document is really quite special. After
the first sentence, ROUGE drops off nearly mono-
tonically and much more gradually.

Also notable is the difference between update
problems and non-update problems. While the
first sentence stands apart in both cases, the total
ROUGE value of subsequent sentences is consider-
ably lower in the update problems. We hypothesize
that articles about topics that have already been in
the news tend to state new information first before
recapping past details. Since the update task is con-
cerned with what’s new, the first sentence is espe-
cially valuable.

To test how we might leverage the disparity be-
tween first sentences and all the rest, we started
with an extreme approach: only allow first sen-
tences into summaries. As noted by (Schilder et
al., 2008), first sentences make for good summary
sentences. Leaving the system unchanged except
that all non-first sentences are disallowed during in-
ference gives surprisingly strong results, at least in
terms of ROUGE. Had we submitted this system, it
would have been ranked 3rd in ROUGE-2 (0.107),
behind only our two actual submissions for set A,
and 5th in ROUGE-2 (0.095) for set B. We might
expect it to score well in linguistic quality as well

given that first sentences tend to stand alone well.
We were able to improve on these ROUGE scores

by including more sentences in the inference. Sim-
ply up-weighting the value of concepts appearing in
first sentences had a dramatic effect on the ROUGE
scores for the update set. Specifically, first-sentence
concepts are up-weighted by a factor of 2 for set A
and a factor of 3 for set B. Table 4 shows how this
improves results.

Data Before After Change
TAC 2008 (A) 0.1075 0.1169 +8.7%
TAC 2009 (A) 0.1048 0.1220 +16.4%
TAC 2008 (B) 0.0868 0.1137 +31.0%
TAC 2009 (B) 0.0906 0.1059 +16.8%

Table 4: Up-weighting first sentence concepts improves
ROUGE-2 scores, especially for the update task.

Also interesting is the difference between sen-
tence position values for each document source. In
Associated Press documents, which tend to be short
and snappy, the ratio in average ROUGE score be-
tween first and second sentences is 2.0. New York
Times documents have a ratio of of 1.6 and Xinhua
documents are closer to 1.4. We did not attempt to
leverage these differences, but note that longer docu-
ments often do not start with a traditional newswire-
type first sentence. Locating the more traditional
opening sentence (probably one of the first 5 sen-
tences) may prove fruitful.

6 TAC 2009 Results

Official results are shown in Table 6 and summarized
visually in Figure 3. Both of our systems (Sys-34
and Sys-40) performed quite well, though the gap
in Pyramid scores is most striking. Perhaps of little
consequence, but our systems outperformed a num-
ber of the human annotators in terms of ROUGE.
Example summaries are shown in Table 7.

6.1 Pre- and Post-Processing
We use a few regular expressions to clean the source
documents, mostly to remove headers and bylines.
After sentence segmentation, we re-attach multi-
sentence quotations with a simple stack-based algo-
rithm, and prune sentences that begin and end with
a quotation mark. Sentences shorter than 10 words
are not allowed in the final summaries.
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Figure 2: Average ROUGE-2 score at each sentence position for non-update topics (left) and update topics (right).
Scores are normalized by the number of words in the sentence.

To order the final set of selected summaries, we
make sure that the first sentence of the summary is
the first sentence of one of the source documents (we
found that forcing at least one such first sentence
into the selected set had minimal effect on ROUGE).
The rest of the sentences are ordered by source date,
and then by position in their source documents.

6.2 Score Consistency

We noticed that across all pairs of summaries for
each topic, a total of 226 are identical. This allows
us to measure score consistency. We cannot mea-
sure inter-annotator agreement since a single judge
scores every summary for a particular topic. Ta-
ble 5 shows that the scores are fairly consistent, with
Responsiveness scores a bit more stable than Lin-
guistic Quality. The probability that the same an-
notator gives the same summary the same score is
estimated as 0.53 for Responsiveness and 0.52 for
Linguistic Quality. Responsiveness scores for iden-
tical summaries never differed by more than 2, and
only 7 times did Linguistic Quality scores differ by
3 (scores are on a 10 point scale). A more complete
analysis of score consistency, especially including
inter-annotator agreement, would be valuable.

7 Future Work

To direct our future work, we conducted our own
evaluation to help understand low linguistic quality
scores. We read through all our systems’ summaries
receiving scores less than 5 (on the 10 point scale)
and marked occurrences of various problems. Re-
sults are shown in Figure 4.

Score Difference
0 1 2 3 mean

Resp 119 92 15 0 0.54
LQ 117 82 20 7 0.63

Table 5: 226 identical summaries often were given differ-
ent scores by the same human judge. Counts of absolute
score differences are shown for Responsiveness (Resp)
and Linguistic Quality (LQ).

Targeted sentence compression helped reduce in-
stances of relative dates, though further improve-
ment is clearly possible. Since the ILP is choos-
ing between compression alternatives (including the
original sentence), there is no guarantee that the ver-
sion of the sentence without dates will be selected.
To address this issue, we may need to down-weight
concepts that include dates.

The unreferenced-pronoun classifier certainly
helped reduce instances of sentences with unclear
references, though again, there is room for improve-
ment. However, many of the remaining referential
issues are more complex, and it is not clear whether
some straightforward method would be fruitful.

Redundancy and structural issues certainly re-
main serious problems. But for the first time (in
our system development), these complex issues may
merit our attention. That is, it is not clear that there
is a simple fix to address remaining redundancy and
sentence ordering issues.

Code used for our submission is available at
http://code.google.com/p/icsisumm.



System Resp LQ Pyramid ROUGE-2 BE Rank Sum
sys-40 5.159 (1) 5.636 (5) 0.383 (1) 0.121 (2) 0.063 (2) 5
sys-34 4.841 (6) 5.273 (13) 0.374 (2) 0.122 (1) 0.064 (1) 18
sys-24 4.955 (2) 5.682 (4) 0.316 (10) 0.098 (13) 0.056 (7) 19
sys-10 4.909 (4) 5.636 (6) 0.312 (12) 0.102 (9) 0.057 (6) 24
sys-11 4.795 (7) 5.773 (3) 0.314 (11) 0.096 (15) 0.055 (10) 27
sys-24 5.023 (1) 5.886 (2) 0.296 (4) 0.096 (4) 0.064 (1) 4
sys-34 4.750 (2) 5.523 (6) 0.304 (2) 0.104 (1) 0.061 (3) 9
sys-40 4.568 (6) 5.500 (7) 0.290 (6) 0.104 (2) 0.062 (2) 17
sys-35 4.614 (4) 5.023 (19) 0.307 (1) 0.101 (3) 0.058 (4) 24
sys-51 4.568 (5) 5.114 (18) 0.299 (3) 0.096 (5) 0.055 (5) 27

Table 6: Overall system rankings for set A (above) and set B (below). Responsiveness, Linguistic Quality, Pyramid,
ROUGE-2, and Basic Elements scores are shown with rank in parentheses. The rank sum gives some sense for the
separation between systems, assuming each of these five scores are equally valuable. The top five ranking systems are
shown for each set; our systems are in bold.

Figure 3: The big picture for Set A (left) and Set B (right) comparing our primary submission (34) and our run with
compression (40) to the other systems on the main evaluation metrics.
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SYS-34 SYS-40 REFERENCE

The angry mother of a fallen U.S.
soldier has met with advisers of
President George W. Bush after
staging a protest near his ranch to
demand an accounting of how the
president has conducted the war
in Iraq. Earlier this year Shee-
han formed Gold Star Families for
Peace and has spoken to groups
across the nation and overseas.
Sheehan did meet with Bush in
June 2004: She was among griev-
ing military families who met with
the president at Fort Lewis, Wash-
ington. Bush National Security Ad-
viser Stephen Hadley and a deputy
White House chief of staff talked to
Sheehan.

The mother of an American sol-
dier killed in Iraq led a protest
march on President Bush’s ranch
here, prompting the White House
to send two senior officials to meet
her. Sheehan did meet with Bush in
June 2004: She was among griev-
ing military families who met with
the president at Fort Lewis, Wash-
ington. Sheehan, a former Roman
Catholic youth minister, formed a
group called Gold Star Families For
Peace and has spoken out against
the war across the nation and over-
seas. Bush National Security Ad-
viser Stephen Hadley and a deputy
White House chief of staff talked to
Sheehan.

Following her son’s April 2004
death in Iraq, Cindy Sheehan has
made regular public appearances
across the nation protesting the
war. She co-founded Gold Star
Families for Peace. On August
8, 2005, Sheehan led an antiwar
protest down the road leading to
President Bush’s ranch near Craw-
ford, Texas. She and about 50 anti-
war activists established a roadside
camp not far from the ranch, vow-
ing to remain until Bush met with
her. She used the Internet to gar-
ner publicity. By August 11, sev-
eral dozen protesters from across
the country had joined Sheehan at
Camp Casey, named for her fallen
son.

Table 7: Example summaries for topic D0912-A: ”Describe the anti-war protest efforts of Cindy Sheehan.” One of the
four model summaries is shown for reference. Both automatic summaries received scores of 5 and 4 for Linguistic
Quality and Overall Quality, respectively.

Redundancy

Unclear Reference

Bad Structure

Relative Date

SBD Failure

0% 25% 50% 75% 100%

Sys-40 Sys-34

Figure 4: Summaries with linguistic quality scores below
5 (of 10) were reviewed. The x-axis indicates the frac-
tion of summaries containing each type of error. Recall
that Sys-40 employs sentence compression, while Sys-34
does not.
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